
On statistics which are almost sufficient from the viewpoint of the

Fisher metrics

Kaori Yamaguchi∗

August 14, 2023

This is joint work with Hiraku Nozawa (Ritsumeikan University).
The notion of sufficient statistics [4] is fundamental in statistics and information theory. A statistic on

2-integrable parametrized measure model is sufficient if the Fisher metric of the induced model coincides
with that of the original model [3, 4]. We introduce and study a quantitatively weak version of sufficient
statistics of which the Fisher metric of the induced model are bi-Lipschitz equivalent to the original
one. Such statistics can be useful when there is no sufficient statistics. We show a Fisher-Neyman type
result to characterize such statistic with a Lipschitz condition on the conditional probability or a certain
decomposition of the density function.

In this article, we consider the following quantitatively weak version of sufficient statistics.

Definition 1. Let (M,Ω,p) be a 2-integrable parametrized measure model and 0 ≤ δ ≤ 1. Then a
statistic κ : Ω → Ω′ is called δ-almost sufficient statistics for (M,Ω,p) if we have

δ2g(v, v) ≤ g′(v, v) (0.1)

for all v ∈ TξM , where g and g′ are the Fisher metrics on M given by (M,Ω,p) and the model induced
by κ, respectively.

By the monotonicity theorem g′(v, v) ≤ g(v, v), the condition (0.1) means that the Fisher metric g′

of the induced model is bi-Lipschitz equivalent to the Fisher metric g of the original model. A 1-almost
sufficient statistic is a sufficient statistic. Almost sufficient statistics can be useful when there are no
sufficient statistics.

The Fisher-Neyman characterization is as follows to which we include some related characterization
results as well.

Theorem 2 (Fisher-Neyman characterization [4], see also [1, 2]). Let (M,Ω,p) be a parametrized measure
model of the form

p(ξ) = p(ω; ξ)µ0

for a probability measure µ0 such that p is positive. Let κ : Ω → Ω′ be a statistic. Assume that M
is connected. Then k is Fisher-Neyman sufficient for (M,Ω,p) if and only if there exist a function
s : Ω′×M → R and a function t ∈ L1(Ω, µ0) such that for all ξ ∈ M we have s(ω′, ξ) ∈ L1(Ω′, κ∗µ0) and

p(ω; ξ) = s(κ(ω); ξ)t(ω), µ0-a.e..

Then the following are equivalent:

(i) κ is Fisher-Neyman sufficient for (M,Ω,p).

(ii) We have ∂v log p = ∂vκ
∗ log p′ for every tangent vector v on M .

(iii) The map ξ 7→ p(·;ξ)
p′(κ(·);ξ) is a constant map.

(iv) There exist a function s : Ω′ × M → R and a function t ∈ L1(Ω, µ0) such that we have s(·; ξ) ∈
L1(Ω′, κ∗µ0) for all ξ ∈ M and

p(ω; ξ) = s(κ(ω); ξ)t(ω), µ0-a.e. and ∀ξ ∈ M.
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Our result is the following Fisher-Neyman type characterization of almost sufficient statistics:

Theorem 3. Let (M,Ω,p) be a 2-integrable parametrized measure model of the form

p(ξ) = p(ω; ξ)µ0

for a finite measure µ0 on Ω such that p is positive. Assume that M equipped with the Fisher quadratic
form is a finite dimensional Riemannian manifold of class C2. Let κ : Ω → Ω′ be a statistic and 0 < δ ≤ 1.
Then the following are equivalent:

(i) κ is δ-almost sufficient for (M,Ω,p).

(ii) We have ∥∥∥∥∂v log p(·; ξ)
κ∗p′(·; ξ)

∥∥∥∥ ≤
√
1− δ2∥∂v log p(·; ξ)∥ (0.2)

for every tangent vector v on M , where ∥ · ∥ denotes the L2-norm.

(iii) The map M → L2(Ω, µ0); ξ 7→ log p(·;ξ)
p′(κ(·);ξ) is locally

√
1− δ2-Lipschitz with respect to the distance

defined by the Fisher quadratic form and the L2-metric.

(iv) There exist measurable functions s : Ω′ × M → R and t : Ω × M → R>0 such that log t(·; ξ) ∈
L2(Ω, µ0) for ∀ξ ∈ M ,

• p(ω; ξ) = s(κ(ω); ξ)t(ω; ξ) for µ0-a.e. ω ∈ Ω,∀ξ ∈ M and

• the map M → L2(Ω, µ0); ξ 7→ log t(·; ξ) is locally
√
1− δ2-Lipschitz with respect to the distance

defined by the Fisher quadratic form and the L2-metric.

Main points of the proof are that we consider a geodesic ξ(t) with unit speed on M with respect to the
Fisher metric such that ξ(t0) = ξ0 and ξ(t1) = ξ1 (in the proof for the equivalence of condition (ii) and
(iii)) and that, as it is well-known, we use the following fact (in the proof for the equivalence of condition
(i) and (ii));

∥κ∗ϕ′∥2 = ∥ϕ′∥2 =

∫
Ω′
(ϕ′)2dµ′ =

∫
Ω′

ϕ′dκ∗(ϕµ) =

∫
Ω

(κ∗ϕ′)ϕdµ = ⟨ϕ, κ∗ϕ′⟩.

Therefore, we have
∥ϕ− κ∗ϕ′∥2 = ∥ϕ∥2 − ∥κ∗ϕ′∥2. (0.3)
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